Problem Set 4.

1. Solve the first part of exercise 3.8 in Johnston and
Dinardo:

Sometimes variables are standardized before the com-
putation of regression coefficients. Standardization is
achieved by dividing each observation on a variable by
its standard deviation, so that the standard deviation of
the transformed variable is unity. If the original relation

IS, say
Y = b1 + by X5 + b3X3 + e, (1)
and the corresponding relation between the transformed
variables is
Y* =b] +b5X5 + b3X3 + €, (2)

where Y* =Y /sy, X' = X;/s;,1=2,3

what is the relationship between b3, b3 and by, b3?



Answer: We multiply both sides of equation (2) by sy
to obtain:

S
—Yb§X3 + €.
S3

Since this is the original regression, that is equation (1):

Y = sybt + Z—ngxz +
2

Y = b1 + 60 Xo + b3X3 + €,

it follows that

S92 S3
b = —, bd = "Zby, b3 = b3.
Sy Sy Sy



2. Solve exercise 3.9 in Johnston and Dinardo:

Test each of the hypotheses b1 = 1, bp = 1, b3 = —2,
in the regression model

Y: = b+ b1 X1 + boXos + b3 X3 + e,  (3)

given the following sums of squares and products of de-

viations from means for 24 observations:

Sy? = 60, Yaxf =10, Y a5 =30, Y3 =20,
> yxry = 1, Yyxo=—7, ) yrz = —26,
Y.x1xo = 10, Y x1x3 =05, > O3 = 15.

Test also the hypothesis that by + by + b3 = 0.



Answer: Our regression is
Yy = bo + b1 X1 + b2 Xt + b3 X3¢ + ey,
Summing over the sample observations, equation (3) gives
Y =bo + b1 X1 + b2 Xp + b3X3. (4)

Next, subtracting the above equation from equation(3)
gives

Yi—Y = b1(X1:—X1)+bo(Xor—X2)+b3(X3:—X3)+ey,
or

Yt = b1x1 + bowoy + b3xzs + e, t =1,...,24.
wherey; = Y;—Y,and z;y = X;; — X; withi =1,2, 3.



The above expression is the regression model in deviation
form. We can write it in a matrix form as

y = xb + u,

where b = [bl b2 b3],.

The vector of the estimated coefficients (3) is given by

B = (2'z) " ta'y,

where
/ Yxf Y wizn Y173
rr = Y x1T0 Zaz% Y. xoxz | =
Y mrs Y aozrz Y73 |
10 10 5 |
= 10 30 15 |,
5 15 20 |
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, [ S yxq | e
ry=|2Xyxx | = | —1
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Thus,
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Because
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Moreover, since
vy = Sy* =60,
Blaly = [1.4 02 —1.8

\ - 7

—
B’ =

it follows that

Hence,

— 55.2,



The estimated variance-covariance matrix of the vector
B is given by

BB~ b)(8 ) = |
var(By1)  cov(Bq,Br) cov(B1,53)

cov(B1,82) war(Ba)  cov(B2,B3)
| cov(B1,B3) cov(Ba,B3) wvar(B3)

= 2(2'z)7! =
[ 0.15 —0.05 O

0.24 | —-0.05 0.07 —-0.04
0 —0.04 0.08

In other words, var(87) = 0.24 x 0.15 = 0.036;
var(B,) = 0.24 x 0.07 = 0.0168;

and var(83) = 0.24 x 0.08 = 0.0192



Furthermore, the test statistics for each hypotheses b; =
1, b2 = 1, b3 = —2 are

B1—1 14-1

t1 = — — 2.108,
L se(81)  +/0.036
~1 02-1

ty = bo—1 _ = —6.172,

86(ﬁ2) N \/m B

t3 = bs—(=2) _ —1.8—(=2) _; 1434,

se(33) +v/0.0192

The 5% critical value is 2.086. We therefore reject (at
the 5% significance level) the first two hypotheses but
not the third one.




Finally, the test statistic for the hypothesis b1 +by+b3 =
Ois

(BL+B2+B3)—0 _

Vvar(By + Ba + B3)

1.44+0.2—1.8 15
,/0.036+0.0168+0.0102+2(—0.012)+2(0)+2(—0.001)

so we cannot reject the hypothesis that b1 + b+ b3 = 0.



3. Solve exercise 3.10 in Johnston and Dinardo:

The following sums were obtained from 10 sets of obser-
vations on Y, X7, and Xo:

Y = 20, > X7 =30, Y Xy =140,
Y Y? = 882, . X7=092 3 X35=163,
>YX; = 59, >YX,=288, > X1X5=1109.
Estimate the regression of Y on X7 and X», including

an intercept term, and test the hypothesis that the coef-
ficient of X5 is zero.



Answer: In this case we will work in deviation form. The

data in deviation form are

T2 = YY2_ NY? =482,
Ya? = LX{-NX°=2,
Ya3 = Y X3-NXp' =3,

> X1Xo —nX1Xo = —1,
YYX; - NYX; = -1,
Yyry = Y YXo—-NYX,=8.

0 L
S =
) )
—t N
||

The OLS slope estimates for

y; = bixi1 + boxio + ey,



are
g=| g;] = (d'z) " laly =

— > x? Z$1$2]_1[Zy$1]
| D T1%2 > x5 L ryz2 |
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5 13
and the intercept is

Bo=Y — B1X1— B2Xp = —T.



Next, the estimated residual variance is

5 e'e y'y — B2’y 48.2 —23
ST = p— p— )

N —k N —k 7

3.6,

By =11 3][_1]:23
N——— 8
A Tl
Y

and the estimated variance-covariance matrix is

B N var(B1) cov(B1,B2) |
BB -0 =0y = [COU(ﬁlalﬁz) ’Um“(lﬁzf ]_

2(lz)1 = 3.610.6 0.2] _ [2.16 0.72

0.2 04 0.72 1.44
The test statistic for the hypothesis b = 0 is
3
b= P2 — 2.5,

se(By) V144

The 5% critical value is 2.365. Therefore we reject by =
0.

|



AN

4. In the two variable equation Y, = a + X, 1 =
1,...,n, show that cov(a, B) = —0°X /3 z2.

Answer: See Lecture Notes.

(Not this one) 5. Economic theory postulates certain
causality relationships between nominal uncertainty, real
uncertainty, the rate of inflation, and output growth. An-
alyze the causal effect of real (output growth) and nomi-
nal(inflation) uncertainty on inflation and output growth.

Answer: See Lecture Notes (Inflation-Output Growth).



